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Введение

Перед инженером, работающим над при-

кладной задачей, стоят конкретные пробле-

мы, которые надо решить «здесь и сейчас».

Современная электронная элементная ба-

за часто дает инженеру множество вариан-

тов схемотехнического и архитектурного

решения, которые будут удовлетворять тех-

ническим требованиям. Перед руководи-

телем предприятия, разработчика элек-

тронных приборов и систем, кроме необ-

ходимости удовлетворить требования

заказчика, стоят задачи поддержать произ-

водство/модернизацию своей продукции

на перспективу, застраховаться от рисков,

связанных с зависимостью от поставщи-

ков, утерей инженерных кадров, а также

обеспечить преемственность разработок.

Для государства должно быть важно, что-

бы отечественное приборостроение как от-

расль развивалось, накапливая опыт при-

менения самых современных цифровых

технологий. В свою очередь нельзя допус-

тить роста зависимости от иностранных

производителей микросхем и прочих ком-

понентов. Последнее имеет особое значе-

ние, если признать тот факт, что отечест-

венные производители по многим крити-

чески важным позициям пока не могут

предложить адекватную замену импорт-

ным комплектующим.

Учет всех перечисленных факторов су-

щественно сужает для разработчика элек-

тронной аппаратуры выбор, однако он по-

прежнему есть. Семейство кроссплатфор-

менных интегральных решений позволяет

успешно решать задачи создания бортовых

вычислительно-управляющих комплексов

повышенной надежности.

Разработка электронной 
аппаратуры и ее проблемы

Автономные устройства, например малые

космические аппараты, беспилотные лета-

тельные аппараты, плавающие и донные

подводные системы, внутритрубные дефек-

тоскопы и многие другие при кажущейся

несхожести имеют общие принципы пост-

роения бортовых вычислительно-управляю-

щих комплексов и сходные проблемы разра-

ботки. Общие экономические аспекты разра-

ботки присущи более широкому классу

устройств: системам сбора и обработки в це-

лом. К основным составляющим расходов

при проведении подобных разработок следу-

ет отнести: себестоимость изготовления

(включая закупки электронных компонен-

тов), стоимость приобретения и поддержки

средств проектирования, стоимость рабоче-

го времени, потраченного непосредственно

на проектирование, изготовление и наладку.

Однако, при оценке экономической эффек-

тивности проекта в целом стоит учесть так-

же и неочевидные косвенные затраты: стои-

мость подготовки специалистов надлежащей

квалификации, будущие затраты на реди-

зайн и модификацию, возможные затраты,

связанные с долгосрочной поддержкой про-

екта, обусловленные возможностями поте-

ри инженерных кадров или прекращением

поставок системообразующих компонентов.

При выборе стратегии разработки важно учи-

тывать, на наш взгляд, не только прямые,

но и косвенные затраты и угрозы, связанные

с потерей предприятием возможности вос-

производить и/или модернизировать аппа-

ратуру в перспективе.

Реально ли оптимизировать косвенные за-

траты предприятия, разрабатывающего бор-

товую аппаратуру, применяя традиционную

технологию «система на плате» (сложный

производительный микропроцессор и пери-

ферийные устройства низкой интеграции)?

К сожалению, нет.

С точки зрения инженера-разработчика

критических проблем не возникает, за исклю-

чением трудно диагностируемых ошибок

в специализированных микросхемах высо-

кой интеграции и фактической невозможно-

сти комплексной программно-аппаратной

коверификации и достоверной симуляции

работы «систем на плате» на этапе проекти-

рования.

С точки зрения руководителя ситуация на-

много более драматична: предприятие ста-

новится заложником как инженерных кад-

ров, владеющих ноу-хау отладки систем на

основе конкретного микропроцессора (спе-

циализированной БИС), так и заложником

самого микропроцессора, что еще хуже.

При прекращении производства или поста-

вок конкретной модели СБИС, использован-

ной в качестве системообразующего элемен-

та, возникает необходимость в существен-

ной переработке программного обеспечения

и схемотехники, а в некоторых случаях —

и изменении архитектуры устройства/систе-

мы в целом. Кроме того, разработчик всегда

вынужден подстраиваться под особенности

и аппаратные ресурсы, заложенные в микро-

схему ее создателями, поскольку СБИС не-

возможно изменить, и поэтому нередко же-

лаемые технические характеристики или по-

требительские свойства устройства/системы

остаются недостижимыми, хотя современ-

ный уровень технологий и позволяет их ре-

ализовать.

Для преодоления перечисленных проблем

в масштабах предприятия, разработчика бор-
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товой аппаратуры, необходим комплекс ор-

ганизационных и технических решений:
•• хранить максимум ноу-хау и интеллекту-

альной собственности в виде, пригодном

для многократного использования;
•• обеспечить возможность перехода от од-

ного типа (платформы) системообразую-

щих электронных компонентов к другому

без необходимости глубокого редизайна

устройства/системы;
•• обеспечить возможность комплексной про-

граммно-аппаратной коверификации ап-

паратуры на этапе проектирования.

Существуют ли такие решения? Да, суще-

ствуют!

Кроссплатформенные 
интегральные решения

Еще недавно возможностей цифровой эле-

ктроники зачастую не хватало для решения

локальных задач управления и обработки

сигналов. Однако успешное развитие мик-

роэлектронных технологий и бурный рост

доступной интеграции и производительно-

сти интегральных микросхем привели к со-

зданию новой ситуации для разработчиков

электронной аппаратуры. В большинстве

случаев возможности цифровой обработки

данных и сигналов, достижимые при помо-

щи интегральных микросхем, уже превыша-

ют реальные потребности бортовых вычис-

лительно-управляющих комплексов. Более

того, сегодня наряду с высокоинтегрирован-

ными и высокопроизводительными гото-

выми СБИС (микропроцессорами и микро-

контроллерами) в руках у инженера-разра-

ботчика оказались и «полуфабрикаты»,

а также средства проектирования, достаточ-

ные для синтеза вычислительно-управляю-

щих структур с огромными возможностя-

ми в лабораторных условиях. Разумеется,

речь идет о программируемых логических

интегральных схемах (ПЛИС). С момента

их появления несколько десятилетий назад

популярность ПЛИС как средства интегра-

ции цифровой логики устойчиво росла

с увеличением их емкости, производитель-

ности и надежности. Сегодня ведущие про-

изводители ПЛИС предлагают рынку изде-

лия, способные благодаря миллионам высо-

копроизводительных элементов и развитой

системе внутренних связей заменять широ-

кий класс СБИС, включая микропроцес-

сорные комплекты и микроконтроллеры.

Присущие старым программируемым ма-

трицам недостатки, такие как высокое по-

требление, неготовность к работе при пода-

че питания и несовершенство средств про-

ектирования, остались в прошлом. Стоит

также отметить, что ПЛИС как простая, ре-

гулярная и фактически однородная струк-

тура при массовом производстве достигает

уровней качества и, соответственно, надеж-

ности, которые невозможны для заказных

и даже серийных СБИС.

Среди доступных к интеграции в ПЛИС

IP-модулей сегодня можно найти множест-

во процессорных ядер, сетевых и шинных

контроллеров, а также модулей цифровой

обработки сигналов, в том числе в виде «от-

крытых кодов». Продвижением и распрост-

ранением сложных IP-модулей, помимо про-

изводителей ПЛИС и сетевых сообществ, та-

ких как opencores.org, стали заниматься

и серьезные фирмы-разработчики, напри-

мер Gaisler Research [1].

Сегодня достоинства и возможности

ПЛИС позволяют пересмотреть подход к их

применению: от вспомогательных элемен-

тов цифровых систем к системообразующим

элементам вычислительно-управляющих

комплексов. Системные решения, основан-

ные на ПЛИС, дают возможность решить все

проблемы, перечисленные в предыдущем

разделе. Устройство, разработанное с помо-

щью технологии HDL (hardware description

language), способно существовать отдельно

от своей реализации «в железе». Полностью

описанное на языке высокого уровня (напри-

мер, VHDL или Verilog) цифровое устройст-

во и программное обеспечение к нему, как

совокупность текстовых файлов, может не-

ограниченно долго храниться в архивах пред-

приятия и при этом в любой момент может

быть «запущено» в системах симуляции

(программно-аппаратной верификации) или

синтезировано для выбранной аппаратной

платформы.

Применение подобного подхода к проек-

тированию, который можно назвать «кросс-

платформенное интегральное решение», поз-

воляет сохранить внутри предприятия мак-

симальное количество интеллектуальной

собственности и ноу-хау в форме, пригодной

для редизайна/модификации, а также свести

к минимуму зависимость от поставщиков

электронных компонентов. Могут прозву-

чать два возражения: во-первых, программи-

руемые матрицы тоже являются покупными

электронными компонентами и формируют

зависимость от поставщика; во-вторых, со-

временные ПЛИС не решают проблем анало-

го-цифрового и цифро-аналогового преобра-

зования сигналов, что не позволяет говорить

об их универсальности. Давайте разберемся.

ПЛИС, в отличие, например, от микропроцес-

сора, — это «полуфабрикат», однородная

структура, накладывающая минимальное ко-

личество ограничений на разработчика как

программного, так и аппаратного решения для

будущего устройства. Безусловно, не все

ПЛИС одинаковы, но перенос готового и от-

лаженного HDL-решения с одной платфор-

мы ПЛИС на другую требует несопоставимо

меньших, по сравнению с заменой микро-

процессора, усилий. Зависимость от постав-

щика снижается как по причине возможно-

сти замены производителя ПЛИС, так и по-

тому, что вся информация об архитектурных,

аппаратных и программных особенностях

конечного изделия находится в руках разра-

ботчика. Аналоговый тракт, безусловно, по-

ка невозможно интегрировать в ПЛИС, хотя

разработки FPAA (Field Programmable Analog

Array) — «аналоговых» матриц — идут пол-

ным ходом. Однако являются ли ЦАП или

АЦП системообразующими элементами со-

временных систем? Нет. Практически любой

аналоговый тракт может быть собран мно-

жеством различных способов, и замена его

компонентов не является критичной по от-

ношению к функциональности изделия в це-

лом. Более того, владея HDL-моделью уст-

ройства, легко изменить интерфейс конкрет-

ного периферийного устройства.

Что если устройство/система «не влезло»

в одну матрицу? Нет препятствий для созда-

ния распределенных «систем на кристалле» из

нескольких ПЛИС, объединенным тем или

иным цифровым интерфейсом как в рамках

одной платы, так и в рамках всего устройства.

При помощи современных средств проекти-

рования комплексная верификация подобных

систем стала возможной и не является препят-

ствием к увеличению их размеров.

Объединение в одном кристалле микро-

процессорного ядра и специализированных

контроллеров обработки данных, объединен-

ных внутрикристальной шиной, а также воз-

можность аппаратной цифровой обработки

потоков данных вне процессорного ядра да-

ет право называть кроссплатформенное ин-

тегральное решение на основе ПЛИС «систе-

мой на кристалле». В случае крайней необхо-

димости подобное решение может быть

синтезировано в базис СБИС и изготовлено

в виде заказной микросхемы.

Практическое применение
кроссплатформенных
интегральных решений

Рассмотрим примеры практического при-

менения кроссплатформенных решений на

платформе микросхем программируемой ло-

гики. Допустим, необходимо создать радиа-

ционно-стойкий центральный вычислитель

для космического аппарата. Неотъемлемые

атрибуты центрального вычислителя — это

вторичный источник питания, процессор

(это может быть Leon, VAX, Intel x86, ARM

или PowerPC), математический сопроцессор,

контроллер локальной шины (например,

compactPCI), сетевой контроллер (мульти-

плексный канал обмена MIL-STD-1553 или

SpaceWire) и модуль памяти (рис. 1а). В слу-

чае применения ПЛИС высокой интеграции

«снаружи» остается только источник пита-

ния, память и оконечные формирователи

шинных сигналов: вся остальная цифровая

схемотехника может быть реализована в ви-

де модулей IP и интегрирована в одну/две ми-

кросхемы программируемой логики (рис. 1б).

Какие выгоды сулит такое решение?

Во-первых: весь вычислитель может быть

подвергнут симуляции и глубокой тестиров-

ке при помощи средств отладки и программ-
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но-аппаратной коверификации (например,

выпускаемых компанией Mentor Graphics)

[2]. Для отладки «в железе» вычислитель мо-

жет быть синтезирован в базисе многократ-

но программируемой логики и «прошит»

в микросхему коммерческого исполнения без

каких бы то ни было потерь в функциональ-

ности. Во-вторых: ускоряется и существен-

но упрощается процедура внесения модифи-

каций в цифровую схемотехнику — как за

счет применения языка описания оборудо-

вания вместо принципиальных электричес-

ких схем, так и за счет модульности дизай-

на. «Кубики» IP-модулей, оснащенные уни-

фицированным интерфейсом OCM (on-chip

microcontroller bus), органично интегриру-

ются в «систему на кристалле» без сущест-

венных затрат времени дизайнера. В-треть-

их: весь вычислитель в виде интеллектуаль-

ной собственности находится у разработчика

и, соответственно, может существовать и раз-

виваться в его следующих проектах без ри-

сков, связанных с прекращением поставок

сложнофункциональных цифровых компо-

нентов.

Разумеется, чтобы в полной мере оценить

эти достоинства, необходима большая под-

готовительная работа: выбор, тестирование

и освоение доступных в «открытых кодах»

модулей IP; отказ от привычной схемы от-

ладки аппаратуры и программного обеспе-

чения для нее и внедрение сложных систем

симуляции и верификации; переподготовка

инженерных кадров и многое другое.

Несет ли в себе платформа ПЛИС какие-

либо технические преимущества для конеч-

ного изделия по сравнению с традицион-

ными решениями? Да, несет. Так, например,

применение радиационно-стойких микро-

схем семейства RTAX, выпускаемых компа-

нией Actel и известных своей высокой надеж-

ностью и рекордной производительностью,

позволяет решить проблему резервирования

вычислителя на уровне кристалла. Встроен-

ная в архитектуру данных ПЛИС система

тройного мажоритирования каждого логи-

ческого элемента позволяет получить без ка-

ких-либо усилий со стороны разработчика су-

щественный прирост стойкости изделия к тя-

желым заряженным частицам и упрощение

схемотехники за счет отказа от «внешних»

схем мажоритирования. Кроме того, сокра-

щение количества шин на печатной плате,

обусловленное соединением всех ключевых

узлов системы внутрикристальной шиной

OCM, также благотворно сказывается на на-

дежности. Особенно ярко выгоды данного

решения проявляются в микро- и наноспут-

никах, для которых вся цифровая бортовая

аппаратура может быть интегрирована

в один-два корпуса ПЛИС. Радиационно-

стойкие ПЛИС высокой интеграции сейчас

весьма недешевы, равно как и описанные вы-

ше средства разработки. Вместе с тем эти за-

траты сопоставимы со стоимостью решений

на основе радиационно-стойких процессо-

ров и компенсируются как сокращением ко-

свенных затрат на разработку и поддержани-

ем проектов в долгосрочной перспективе, так

и сокращением времени готовности новых

решений от момента получения технических

требований на разработку (time-to-market),

что становится особенно важным в услови-

ях рыночной конкуренции разработчиков

электронной аппаратуры.

Есть ли место для подобных решений «на

земле», где чаще всего отсутствует необходи-

мость защищать электронику от облучения?

Безусловно, есть. Малопотребляющие ПЛИС

высокой интеграции способны во многих слу-

чаях заменить привычные микроконтроллеры

без потерь в функциональности и произво-

дительности. Технические преимущества ре-

шения становятся особенно заметны в ситу-

ации, когда требуется обработка больших по-

токов данных в условиях ограниченного

энергопотребления. Синтез быстродейству-

ющих аппаратных спецвычислителей для ра-

Рис. 1. а) Система на плате; б) система на платформе ПЛИС

Рис. 2. Система регистрации и обработки данных на платформе ПЛИС
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боты с потоковыми данными на платформе

ПЛИС позволяет избежать роста тактовой

частоты центрального процессора системы

и нагрузки на его шине. Во многих случаях

центральный процессор бортовой системы

сбора и обработки данных (например, авто-

номной аппаратуры регистрации сигналов

для геофизических изысканий или дефекто-

скопии) вырождается в узел управления

и принятия решений, реализуемый на «про-

стом» процессорном ядре малой производи-

тельности (рис. 2).

Существенное снижение в 2008 году стои-

мости ПЛИС последних поколений делает

подобные решения экономически эффектив-

ными даже в серийном производстве.

Заключение

Развитие технологии производства интег-

ральных микросхем к настоящему времени

сделало доступными для массового потреби-

теля технически совершенные и производи-

тельные программируемые логические мат-

рицы высокой интеграции. Появление подоб-

ных изделий позволяет пересмотреть роль

и значение ПЛИС в современной электрон-

ной системе сбора и обработки информации.

Превращение программируемых матриц из

вспомогательного средства компактного раз-

мещения цифровой «логики» в системооб-

разующий элемент открывает новые техни-

ческие возможности в разработке бортовых

систем и дает возможность решить ряд эко-

номических и организационных проблем,

связанных с применением традиционных ре-

шений типа «система на плате». Несмотря на

существенное отставание отечественных про-

изводителей программируемой логики при-

менение ПЛИС уже сегодня позволяет умень-

шить зависимость предприятий, разработчи-

ков электронной аппаратуры, от иностранных

производителей и заложить крепкий фунда-

мент для развития современных отечествен-

ных вычислительных комплексов общего

и специального назначения на долгосрочную

перспективу.   ■
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